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Abstract. A comparative analysis of digital technologies and applications based on artificial intelligence (AI) use by governments of countries to contain the epidemic spread revealed many problems, including the legal one. The research aims to analyze the application of AI technologies to combat the COVID-19. The research objectives are to (1) analyze the global experience of digital technologies and AI-based applications use as part of the restrictive measures of countries to combat the spread of the COVID-19, and (2) investigate the legal and social aspects of such use. We used general scientific methods of cognition (dialectical, systemic, and structural methods, analysis, and synthesis) and private law methods (formal legal and comparative legal methods). The analysis of the observance of the right to confidentiality and protection of personal data in some legal and technical measures to prevent the spread of the pandemic among countries of the Convention for the Protection of Individuals with Regard to Automatic Processing of Personal Data revealed that the legal regulation of the possible consequences of the massive use of restrictive measures remains underdeveloped. In practice, systems created under extremely tight deadlines do not always meet security criteria, creating a risk of unauthorized access to personal data. The pandemic has become a catalyst for the widespread use of artificial intelligence. The use of digital technologies in the fight against the virus revealed legal contradictions that affect the restrictions perception by society. Therefore, along with the development of technologies, it is necessary to combat the pandemic and create a system of legal regulation of the application of the innovation. It will help to create conditions for the most effective use of artificial intelligence capabilities to combat the spread of COVID-19.
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1 Introduction
[bookmark: 2_Materials_and_Method]Тechnological progress and digital technologies became a part of the current lifestyle. The epidemiological situation in the country and the world creates new challenges to identify new opportunities for the technologies use and create legal regulation of their implementation. With the pandemic outbreak, the importance, effectiveness, and indispensability of information technology and artificial intelligence have increased globally. It is a huge challenge for the development of the latest technologies, which will entail not only more significant development of opportunities but will also contribute to the fight against the spread of the newest viral threat. The widespread use by governments of digital technologies and applications based on artificial intelligence has become an object of close attention of scientists, researchers, and international organizations and associations. Thus, the Council of Europe, United Nations Conference on Trade and Development, Ad hoc Committee on Artificial Intelligence, and many others have issued relevant reports, legal documents, instructions, principles of legal regulation regarding the application of restrictive measures related to the use of digital technologies (Ad hoc Committee on Artificial Intelligence, 2020; United Nations Conference on Trade and Development [UNCTAD], 2020; Council of Europe, 2020a). The widespread use by governments of applications based on artificial intelligence revealed many problems for implementing innovations, both from technical and legal points (Mamychev, 2020). The extreme situation, unprecedented methods of controlling the disease spread, and, as a result, the emergence of theoretical and practical problems in this area predetermined the need to consider certain aspects of the AI technologies use in a complex epidemiological situation.
2 Materials and Methods
The research aims to consider the legal regulation of artificial intelligence technologies in the fight against the pandemic. Considering the stated goal, the following research tasks are highlighted:
· To analyze the global experience of using digital technologies and AI-based applications within the restrictive measures taken by governments to stop the spread of the COVID-19; 
· To consider the legal basis for the taken measures; 
· To investigate possible risks, threats to privacy and data protection rights, and the social aspects of using artificial intelligence technologies as restrictive measures.
The research is based on a fundamental problem of critically significant mismatch of realities, which is created with the use of artificial intelligence technologies to limit the spread of the virus, and the current legal regulation of AI and restrictive measures in general. This problem is associated with the exponential growth of the gap between a significant leap in the innovative and technological development of robotic, computer software, and hardware technologies, and the already hopelessly lagging legal and regulatory technical regulation in this area, and even more in the case of the emerging new epidemiological threat.
The scientific and methodological basis of the research was a complex of cognition, research, description, and explanation methods of the studied thematic area. Let us list some of them. Dialectics is the main research method since it has a great heuristic potential, identifying various facets of the phenomenon under study, its relationship with other phenomena and processes. The essence of the current legislation in the AI technologies application cannot be understood without considering the socio-economic, political, and other factors that affect it now. Such a factor is the COVID-19 pandemic, due to which many problems and other aspects of the use of AI were identified. A deductive technique (from general to specific) was used when working with legal norms of regulating, on the one hand, the protection of personal data, and on the other hand - the application of restrictive measures, applying them in a unique situation (the emergence and spread of a new virus). Using the general scientific research method of induction (from specific to general), we draw several generalizing conclusions and assessments of the studied phenomena, processes, and relations. The comparative method was used to study the world experience of using digital technologies and AI-based applications as part of the restrictive measures by governments to stop the coronavirus spread. In addition, we used formal legal, specific sociological, as well as political, and legal modeling methods for assessing risks in using digital technologies to combat the COVID-19.
3 [bookmark: 3_Results]Results
World experience shows that unprecedented measures were used during a pandemic, mainly due to the technological advances of our time. China faced the coronavirus first and used infrared cameras (including a facial recognition system) to scan crowds to control high temperatures and whether people wore masks. This system was also used to ensure that citizens comply with self-isolation orders. In addition to the cameras, Chinese law enforcement officers used “smart” helmets that can identify and tag people with high body temperatures. Masks became an obstacle in the operation of such devices, but with the technologies, this problem was also solved; the devices began to recognize a person wearing a mask with 95% probability (Pollard, 2020). China actively used drones to patrol the streets and identify citizens without masks. Unmanned aerial vehicles made remarks to those who did not comply with safety measures and were persistently ordered not to go outside unnecessarily. Drones were also used to measure body temperature (Lindberg & Murphy, 2020).
Public health policy was implemented with an app that was not mandatory but required to get in public places and transport. The app allows a central database to collect data on user movements and coronavirus diagnostics. The base is analyzed by an artificial intelligence algorithm that generates color Quick Response (QR) codes (green, yellow, red), depending on which a person is in quarantine (yellow, red) or can move around the city (green) (Minghe Hu, 2020). The application is a plug-in for WeChat and Alipay applications and has become widespread (Ferretti et al., 2020).
Singapore used the TraceTogether app, which uses Bluetooth Low Energy to create records of other nearby phones that also have the app installed but do not track their location. Typically, Bluetooth is used to transmit anonymous time-shifted identifiers to nearby devices. Receiving devices then record these identifiers in a locally stored contact history log. Bluetooth-encrypted protocols are believed to have fewer privacy concerns and consume less power than GPS-based counterparts (Bay et al., 2020).
Taiwan took large-scale measures very quickly. All people from the hardest hit mainland provinces had to remain in quarantine for 14 days. They were given a mobile phone recording their location via GPS so that the police could monitor their movements and make sure they did not leave their home (Laurent, 2020).
Israel has launched tracking the location of citizens via cellular networks or using GPS, thus eliminating the need to download the application (Holmes, 2020).
Italy has also developed a smartphone application that can be used to trace the route of an infected person and warn people who have come into contact with them. According to the developer, confidentiality is guaranteed since the application will not reveal phone numbers or personal data (Tebano, 2020; Fallas & Kochetkova, 2021).
In Russia, during the pandemic, AI technologies were widely used in the face recognition of metro passengers, recording car numbers in the city, and the epidemiological control of the temperature in crowded places. It also applied for the special digital pass with the assignment of a QR code for moving around the city. The “Social Monitoring” app for citizens with the COVID-19 located a person and requested a real-time photo several times a day to detect a quarantine violation. Using Big Data obtained from various Internet services, GPS navigators, and other aggregators of AI technologies calculated the so-called “self-isolation index,” based on which the legislator establishes, toughens, or weakens various legal measures (Mishina, 2020; Kolesnichenko et al., 2017, 2019).
When these restrictive measures were introduced, there arose a question - on what legal basis was this conducted, because these restrictions lead to violations of such fundamental human rights as the right to freedom of movement, the right to choose, etc. Thus, we thought about to what extent this is permissible, considering the doctrine of the principle of absolutization and human rights and how to relate restrictive measures to this principle.
It is known that for such cases, in the doctrine of international human rights law, there are basic principles governing restrictions within the realization of human rights and freedoms, such as the principle of proportionality, legality, law, and order, respect for honor and dignity, the principle of justice and the right to access to justice.
In current public law, based on the principle of proportionality, the limits of the powers of the state authorities and the admissibility of restrictions on human rights, including the adequacy of measures of legal responsibility for the committed offense, are determined (Baranov & Mamychev, 2020).
The legitimacy of the goal of limiting human rights during a pandemic is reflected in the Siracusa Principles adopted by the UN Economic and Social Council on Human Rights, the General Comments on Freedom of Movement and the State of Emergency adopted by the UN Human Rights Committee, and General Comment No. 14 of the Committee on Economic, Social and Cultural Rights. Each of these international documents contains recommendations and provisions regarding measures taken by the government, accompanied by the restriction of human rights and freedoms in the interests of protecting public health or in a state of emergency (Mamychev, Modovtsev & Petruk, 2020).
The right to health was enshrined as a fundamental human right in the International Covenant on Economic, Social, and Cultural Rights 1966 (Article 12) and defined in General Comment No. 14: The Right to the Highest Attainable Standard of Health (United Nations Economic and Social Council, 2000).
The Council notes that governments sometimes use the health needs of the population as the basis to restrict the implementation of other fundamental rights. However, the Council emphasizes that the restrictive provision of Article 4 of the Covenant is primarily aimed at protecting individuals’ rights and not at allowing governments to impose restrictions. Consequently, a government that, for example, restricts the freedom of movement or isolates persons who are carriers of infectious diseases is obliged to justify the adoption of such severe measures for each of the points defined in Article 4. Such restrictions should be imposed only based on law, including international human rights standards, be consistent with the nature of the rights protected by the Covenant, be interested in pursuing legitimate goals, and necessary solely for the promotion of the general welfare in a democratic society.
Following Article 5, Paragraph 1, such restrictions must be proportional, i.e., where there are different types of restrictions, the least restrictive option should be chosen. Even where such restrictions are permitted to protect human health, they should be temporary and controlled.
The outbreak of the coronavirus crisis has also drawn attention to the privacy and data protection debate. Many governments have recently adopted new data protection regulations in response to increased digitalization and the need to safeguard the privacy of individuals and companies. The expanded collection of data from different human and economic activities online can allow mass surveillance by both companies and governments.
However, under current circumstances, some governments may face a trade-off between strict data privacy protection regulations and the need to meet certain public health objectives. Digital technologies can help to track the spread of the virus and trace contacts with infected people. The challenge is to find the middle ground between data privacy and the need for individual data for disease monitoring. UNCTAD believes that if governments choose to loosen data privacy regulations, it may be appropriate to do so on an exceptional and temporary basis, with the specific objective of fighting the disease and preventing infection (UNCTAD, 2020).
In the development of the COVID-19 pandemic, a severe problem is the need to ensure and protect personal data about the health status of citizens and the data that governments receive as a result of control over citizens and their compliance with the regime of self-isolation, social distancing, and other anti-epidemiological measures introduced by the government in the fight against the pandemic. A particular danger is associated with the fact that most of such data is located on the Internet, and therefore there are significant risks that this information can be illegally obtained through hacker attacks and disseminated.
The Council of Europe report “Digital Solutions to Fight COVID-19” provides (1) an analysis of compliance with the right to privacy and protection of personal data in the implementation of some legal and technical measures to prevent the spread of the COVID-19 among countries that acceded to the Convention for the Protection of Individuals concerning Automatic Processing of Personal Data (“Convention 108”), and (2) an in-depth technical overview of digital contact tracing applications and monitoring tools. (Council of Europe, 2020).
In the report, the Council of Europe calls on governments to ensure transparency in digital solutions to ensure that privacy and data protection rights are respected. The report aims to assess how the taken measures comply with the data protection conventions. The report also provides recommendations for ensuring the effectiveness and sustainability of the data protection system.
According to the report, several countries identify deficiencies in adherence to the principles of Convention 108 with regard to issues such as (1) the requirement of a legal basis for the taken measures, (2) their proportionality, (3) justification in the public interest, and (4) the consent of the data subject to process data.
A particularly challenging aspect is the limitation of the data processing purposes - the report indicates that the boundaries between public health and the goals of law enforcement are blurred in some countries. It also points to the data protection risks associated with the security, storage, and sharing of data, which have led to the cancellation of certain measures in some countries.
When examining compliance with the principle of privacy by design, the report notes that out of 55 Parties to “Convention 108”, 26 jurisdictions have chosen a decentralized approach for proximity and contact tracing apps, while 14 have chosen a centralized approach; five countries decided not to use apps at all (Council of Europe, 2020). The issue of centralizing data storage is controversial. The centralized approach assumes that the information collected from mobile devices is stored in the databases of the government, while in the decentralized approach, it is stored on the users’ phones. 
The report contains the findings of a survey among the governments’ parties to “Convention 108” on the use of digital solutions to control the dissemination of the virus. Among the 47 respondents participating in the survey, 36 - use apps for contact tracing or proximity alerts (77%), 20 - for self-diagnosis (43%), 11 - for quarantine enforcement (23%), and 8 - for mapping travel patterns (17%). Only two countries used apps for crowd control and another two for immunity passports (Council of Europe, 2020).
Trust in digital solutions plays an important role in ensuring the level of acceptance and, therefore, the system’s effectiveness. Users must be confident that their right to personal data protection will be respected. Lack of clarity in the definition of the purpose and legal basis of processing, strict adherence to the principle of data minimization, lack of fixed or exceptionally long retention periods are quite common causes of users’ concern.
According to the Council of Europe report, only 15 respondents indicate that the app data are exclusively provided to a national health authority bound by medical secrecy, with the explicit consent of users. The majority of countries that have answered “share the data with other authorities” are based on other legal grounds. These may be metadata about the use of the app or aggregated data. Similarly, data minimizations are only applied rigorously during collection and transmission in half of the responding jurisdictions, and only half of the respondents indicate that all data will be deleted after a fixed time (Council of Europe, 2020).
Under normal circumstances, the medical records of patients should be kept confidential. The disclosure of data to private companies, even in the interest of public health, is of concern because of the substantial commercial value of the data. For example, they can be valuable to advertising agencies that partner with pharmaceutical and healthcare companies. They can also be used by insurance companies to track medical history when making decisions. Databases containing information about individuals and their phone numbers are also valuable, especially for consumer goods market representatives (Stein, 2020).
The following key areas can be identified that require increased attention of the authorities exercising control over compliance with legislation on personal data:
· Protection of personal data on the health of citizens obtained in the process of providing medical care, taking samples of clinical material, and treating patients with coronavirus;
· Protection of personal data in the mode of big data obtained as part of the control and tracking of citizens during a pandemic.
It should be noted that big data itself, despite its evident usefulness, does not contain an intellectual component and cannot (due to its volume) be used by a person independently. At the same time, big data allows the artificial neural network to gain experience and minimize the number of errors. Therefore, it is crucial to develop the foundations of legislation on robotics and artificial intelligence, which will define the terminology and principles of regulation, disclose the status of the main subjects involved in legal relations, establish the foundations of state policy and the system of functions of authorized authorities.
According to the Council of Europe report, the 20 countries surveyed have published application source codes, which can help build user confidence and improve application performance. Also, to build trust, the reports recommend engaging civil society and the general public in the development of digital solutions and their transparency measures.
Noteworthy is the social aspects of artificial intelligence use during restrictive measures conducted by the government to fight the coronavirus infection. The public is widely discussing the measures from the point of human rights respect and the protection of personal data, including the post-pandemic period.
It is noteworthy that restrictive measures are perceived differently in different countries. For example, in the case of severe restrictions, including the use of drones and security cameras, most Westerners would be concerned about privacy concerns, but in China, people are so used to surveillance that they may not react to it. Such a difference in attitudes towards restrictions may be due to the mentality and perception of the management system. If managerial decisions are not comprehended in the East but a priori adopted, in the West, they initially become the object of harsh criticism and comprehension from the point of their compliance with human rights (Miroshnichenko & Mamychev, 2020).
Another issue in this regard is the digital divide. The term is often used to describe the gap between the wealthy industrialized countries and the global south, in the sense that advanced technology is available in the developed world but not in the global south. However, there is a digital divide even in developed countries. For example, in France, 17 million people (about a quarter of the population) do not have smartphones. Thus, we can deploy great tools to use on smartphones, but it will not do much good if people do not have them. For example, within this digital divide in many countries, we saw that older people are the least prepared and most vulnerable to the COVID-19.
In this case, the means of bridging the digital divide is the development of digital literacy and knowledge in artificial intelligence. It is not enough to release products; one has to empower people to use them and, therefore, accompany them, empower them, and train them (Ad hoc Committee on Artificial Intelligence, 2020).
 Among low-income countries, the problem is not only the lack of devices but also the lack of Internet access. Only 36% of the inhabitants of these countries have Internet access (UNCTAD, 2020).
The widespread use of current technologies in the fight against the virus revealed legal contradictions, which also affect the perception of restrictions by society. Therefore, an important task, along with the development of technologies to combat the pandemic, is to create a system of legal regulation of the innovations use. Director of information society action against crime of the Council of Europe, J. Kleissen, notes that existing legal instruments (such as the European Convention on Human Rights) are undoubtedly the basis for protecting human rights and the rule of law. However, it is also clear that many AI applications are not covered by legal regulation. The Council of Europe prepares proposals on a number of these issues based on the European Court of Human Rights, more than 200 ethical charters, and other documents developed by industry representatives, governments, and non-governmental organizations. These acts are not mandatory; for example, one cannot refer to the ethics charter in court. Thus, a regulatory framework is needed for effective legal protection (Ad hoc Committee on Artificial Intelligence, 2020).
The Council of Europe prepared a guide, “Respecting democracy, the rule of law and human rights during the COVID-19 sanitary crisis. This document aims to provide governments with the tools to apply in the current unprecedented and large-scale epidemiological crisis to ensure respect for the fundamental values of democracy, the rule of law, and human rights (Council of Europe, 2020b). The document proposes a legal basis that can serve the creation in the Council of Europe member states of modern mechanisms for the legal regulation of the latest technologies to stop the spread of coronavirus infection. Thus, the task of legal regulation of the conditions for the harmonious coexistence of human and artificial intelligence becomes paramount. Legal regulation should be comprehensive, consistent, systemic, and forward-looking, i.e., capable of regulating relations in the development and operation of artificial intelligence systems in the future. The transformation of the picture of the world caused by the COVID-19 pandemic accelerates the implementation of artificial intelligence technologies in public relations, the system of government, and municipal administration. It leads to the need to ensure appropriate legal regulation, which will inevitably change the legal landscape. At the same time, the COVID-19 pandemic acts as a kind of impetus to accelerate the process of forming the law of artificial intelligence.
4 [bookmark: 4_Conclusions]Discussion
According to A. Chuvalnikova, P. Salin, and K. Sigalov, the pandemic gave a new impetus to digitalization (primarily, the accelerated use of digital control over society). The authors argue that, in reality, this practice has so far been successfully implemented only in China. In other countries (even the eastern ones), there are still more costs than results. International regulations to fight the pandemic are generally not effective. It is due not so much to its imperfection as to two reasons. First, governments, including those belonging to the continental European system of law, did not always follow the recommendations of international documents (at the level of legislation to combat the pandemic). Second, these governments tried to copy the experience of the Asia-Pacific region countries (primarily China, in digitalization) because these countries demonstrated the greatest efficiency in the fight against the epidemic. However, the European legal framework did not allow the introduction of such stringent digital control practices as in Asia. The practice of “forced digitalization” has not taken root in Western countries, which legal culture is different from the Asian one. At the same time, we mean not only European but also some Asian countries, which borrowed Western regulatory models that transformed their traditional legal culture during modernization (Chuvalnikova, Salin & Sigalov, 2021).
D. A. Petrova, M. N. Moskina, and D. V. Mukhalov examined the legal aspect of digital technologies in the fight against the new coronavirus infection: video surveillance systems, digital passes, systems, and applications for mobile tracking of citizens’ movements. The quality of the implemented measures is assessed by the technical aspect, which implies protecting data from illegal transfer to third parties, availability, and convenience of technologies through which the measures mentioned above are implemented. We concluded that the activities carried out using information technologies (to make urgent decisions to improve the sanitary and epidemiological situation) caused certain legal contradictions that require further solutions from the legislator and explanations from higher courts (Petrova, Moskina & Mukhalov, 2020).
M. A. Egorova, A. G. Barabashev, A. V. Minbaleev, and D. V. Ponomareva analyzed current opportunities of the use of artificial intelligence in combating the distribution of the COVID-19 pandemic. We note that it is crucial to find a balance between guaranteeing individual rights and protecting collective interests in the pandemic. It is important to remember that there is a need to protect personal data (especially biometric data) to ensure information security when using artificial intelligence. Technology use sometimes raises various issues and gives birth to confidentiality and public interest discussions. However, in combating the COVID-19, any country needs to use artificial intelligence technologies and effectively regulate such processes to secure and protect public and social interests and human and civil rights and freedoms (Egorova et al., 2020).
Analyzing the global experience of using AI to combat coronavirus, S. Yu. Kashkin, S. A. Tishchenko, and A. V. Altukhov note that new legal norms are necessary to introduce innovative technologies and, thus, create conditions for the most effective use of artificial intelligence capabilities to combat the spread of COVID-19. World experience also points us to the need to apply the latest technologies to defeat a new infection. Such studies, as noted above, are a valuable basis for constructive research of the identified problems in the law; they contribute to the creation of reliable legal conditions for the use of artificial intelligence technologies to resolve the situation with coronavirus infection (Kashkin et al., 2020).
5 Conclusion
Digital transformation affects more and more areas of society; the pandemic faced by humanity became a catalyst for the introduction and expansion of the possibilities of using digital technologies and, particularly, artificial intelligence. The unprecedented scale of the epidemic has prompted the use of all sorts of restrictive measures. However, the legal regulation of the possible consequences of the massive use of such measures is still not fully developed. In practice, it turns out that systems created under extremely tight deadlines do not always meet security criteria, and, accordingly, there is a likelihood of unauthorized access and use of personal data during the period of special measures. Since the use of artificial intelligence is impossible without creating conditions for the safe processing of a large amount of information, it is necessary to create conditions for the harmless storage and use of data, both through the use of technologies and by referring to the current legal regulation. It is evident that the problem of personal data protection and its use solely for the stated purposes is one of the most pressing issues in the situation with the COVID-19 crisis. It can be predicted that its solution will become a new form of the social contract between governments and their citizens, while changes are likely to occur in almost all countries. Without ensuring such conditions, it is impossible to use all artificial intelligence capabilities since there is a high risk of delayed consequences associated with the leak or loss of personal or commercial information collected in the fight against the pandemic. Legal regulation is necessary to introduce innovative technologies that creating conditions for the most effective use of artificial intelligence capabilities to combat the spread of the COVID-19.
Acknowledgments
The research was conducted with the financial support of the grant of the President of the Russian Federation entitled “National-Cultural and Digital Trends in the Socio-Economic and Political-Legal Development of the Russian Federation in the XXI century” (No. NSh-2668-2020.6).
[bookmark: _bookmark4][bookmark: _bookmark5]References
[bookmark: _Hlk76462830]Ad hoc Committee on Artificial Intelligence. (2020). More inter-governmental cooperation is needed using Artificial Intelligence to fight Covid-19 Coronavirus. Retrieved from  https://www.coe.int/en/web/portal/covid-19-artificial-intelligence 
Baranov, P. P., & Mamychev, A. Yu. (2020). Digital transformation of law and political relations: Main trends and prospects. Baltic Humanitarian Journal, 3(30), 357-361.
Bay, J., Kek, J., Tan, A., Sheng, C. H., Yongquan, L., Tan, J. … Tang, A. Q. (2020). BlueTrace: A privacy-preserving protocol for community-driven contact tracing across borders. Retrieved from https://bluetrace.io/static/bluetrace_whitepaper-938063656596c104632def383eb33b3c.pdf 
Chuvalnikova, A., Salin, P., & Sigalov, K. (2021). Coronavirus as a factor of the transformational crisis: legal aspect and international legal consequences. Gosudarstvo i Pravo, 6, 87-98. 
Council of Europe. (2020a). Digital solutions to fight COVID-19. Retrieved from https://rm.coe.int/report-dp-2020-en/16809fe49c
Council of Europe. (2020b). Respecting democracy, rule of law and human rights in the framework of the COVID-19 sanitary crisis. Retrieved from https://rm.coe.int/sg-inf-2020-11-respecting-democracy-rule-of-law-and-human-rights-in-th/16809e1f40
Egorova, M. A., Barabashev, A. G., Minbaleev, A. V., & Ponomareva, D. V. (2020). The role of artificial intelligence in a pandemic. Legal World, 5, 29-34.
Fallas, K., & Kochetkova, E. (2021). From parasite to pandemic. How Korean cities can lead the way to a global post-COVID urbanism. Festival dell’Architettura Magazine, 52-53, 127-132. 
Ferretti, L., Wymant, C., Kendall, M., Zhao, L., Nurtay, A., Abeler-Dörner, L. … C. Fraser, (2020). Quantifying SARS-CoV-2 transmission suggests epidemic control with digital contact tracing. Science, 368(6491), eabb6936.
Holmes, O. (2020). Israel to track mobile phones of suspected coronavirus cases. Retrieved from https://www.theguardian.com/world/2020/mar/17/israel-to-track-mobile-phones-of-suspected-coronavirus-cases
Kashkin, S. Yu., Tishchenko, S. A., & Altukhov, A. V. (2020). Legal regulation of the use of artificial intelligence to combat the spread of COVID-19: Problems and prospects taking into account world experience. Lex russica (Russian law), 7(164), 105-114.
Kolesnichenko, O., Marochkina, E., Komarov, R., Mazelis, L., Mazelis, A., Soldatov, D. … Kolesnichenko, Y. (2019). Big data analytics of inpatients flow with diabetes mellitus type 1: Rrrevealing new awareness with advanced visualization of medical information system data. Proceedings from: The 9th International Conference On Cloud Computing, Data Science and Engineering, Confluence 2019 (рр. 191-196). Uttar Pradesh, India: Institute of Electrical and Electronics Engineers Inc.
Kolesnichenko, O., Smorodin, G., Yakovleva, D., Mazelis, L., Balandin, S., & Kolesnichenko, Y. (2017). Text big data analytics case study “third Wave”, Proceedings from 2016 6th International Conference - Cloud System and Big Data Engineering (рр. 88-98). Noida, India: IEEE.
Laurent, A. (2020). COVID-19: States use geolocalisation to know who respects containment. Retrieved from https://usbeketrica.com/fr/article/covid-19-la-geolocalisation-pour-savoir-qui-respecte-confinement 
Lindberg, K. S., & Murphy, C. (2020). Drones Take to China’s Skies to Fight Coronavirus Outbreak. Retrieved from https://www.bloomberg.com/news/articles/2020-02-04/drones-take-to-china-s-skies-to-fight-coronavirus-outbreak 
Mamychev, A. Yu. (Ed.). (2020). The World in the Digital Age: Politics, Law, Economics. Moscow, Russia: RIOR. 
Mamychev, A. Yu., Modovtsev, A. Yu., & Petruk, G. V. (Eds.). (2020). Robots claim their rights: Doctrinal legal principles and moral and ethical standards for the use of autonomous robotic technologies and devices. Moscow, Russia: RIOR.
Minghe, Hu. (2020). Beijing rolls out a colour-coded QR system for coronavirus tracking despite concerns over privacy, inaccurate ratings. Retrieved from  https://www.scmp.com/tech/apps-social/article/3064574/beijing-rolls-out-colour-coded-qr-system-coronavirus-tracking 
Miroshnichenko, O. I., & Mamychev, A. Yu. (2020). Digital democracy in a pandemic: Ethical, legal and political aspects. Part 2. Advances in Law Studies, 8, 100-104
Mishina, N. V. (2020). Impact of the COVID-19 pandemic on the formation of the right of artificial intelligence. Bulletin of the Faculty of Law of the Southern Federal University, 7(2), 98-102.
Petrova, D. A., Moskina, M. N., & Mukhalov, D. V. (2020). Legal regimes for using digital technologies to prevent the spread of a new coronavirus infection (COVID-19). Eurasian Law Journal, 12(151), 87-92.
Pollard, M. (2020). Even mask-wearers can be ID’d, China facial recognition firm says. Retrieved from https://www.reuters.com/article/us-health-coronavirus-facial-recognition/even-mask-wearers-can-be-idd-china-facial-recognition-firm-says-idUSKBN20W0WL 
Stein, S. (2020). How to restore data privacy after the coronavirus pandemic. Retrieved from https://www.weforum.org/agenda/2020/03/restore-data-privacy-after-coronavirus-pandemic/
Tebano, E. (2020). Coronavirus, pronta la app italiana per tracciare i contagi: “Così possiamo fermare l’epidemia.” Retrieved from  https://www.corriere.it/tecnologia/20_marzo_18/coronavirus-pronta-app-italiana-tracciare-contagi-cosi-possiamo-fermare-l-epidemia-c6c31218-6919-11ea-913c-55c2df06d574.shtml 
United Nations Conference on Trade and Development (UNCTAD). (2020).  The COVID-19 Crisis: Accentuating the Need to Bridge Digital Divides. Retrieved from https://unctad.org/system/files/official-document/dtlinf2020d1_en.pdf
United Nations Economic and Social Council. (2020) General comment no. 14: The right to the highest attainable standard of health. E/C.12/2000/4. Retrieved from https://www.refworld.org.ru/docid/47ebcc3c2.html



